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A B S T R A C T   

Importance: There is an increasing use of artificial intelligence (AI) in ophthalmology to respond to the needs of 
patients to access reliable, easy-to-understand medical information. 
Objective: To assess patient satisfaction with the usability of MonŒil, an AI-based platform designed for patient 
education in ophthalmology. 
Design: This was a pilot cross-sectional study of the usability of MonŒil by patients followed for advanced age- 
related macular degeneration (AMD). MonŒil is based on ChatGPT-4 technology with specific ophthalmology- 
focused customizations and accessibility enhancements, and is freely available at monoeil.help. Patients were 
given 20 min of unsupervised interaction with no prior training or guidance, after which their feedback was 
collected. 
Setting: The study was performed in the ophthalmology department at the Creteil University Hospital. 
Participants: Participants included 54 patients diagnosed with advanced AMD defined presenting for follow-up. 
Patients had to be older than 50 years of age, capable of giving informed consent, and able to understand and 
interact with MonŒil. Exclusion criteria were severe visual and cognitive impairment that prevented interaction 
with MonŒil. 
Main Outcome(s) and Measure(s): The primary outcome was the usability of MonŒil as measured by the System 
Usability Scale (SUS) questionnaire. 
Results: Of the 54 participants, 34 were female (62.96 %). The mean age of the cohort was 77.76±8.14 years 
(range 58 to 97 years). The mean SUS score was 90.23±12.04 with a median of 92.50 (range 42.50 to 100.00), 
indicating excellent usability. There was a positive relationship between visual acuity and SUS score (regression 
coefficient 0.30 (95 % CI 0.08 to 0.51), r2=0.19, p = 0.0077). 
Conclusions and Relevance: MonŒil demonstrated excellent usability and satisfaction in a sample population of 
elderly patients with advanced AMD. These results suggest that AI-based tools like MonŒil can enhance patient 
education with minimal oversight in a complex field like ophthalmology, supporting its use as an adjunct to the 
physician-patient discussion. Further studies may be necessary to establish the applicability of MonŒil to a 
broader user base, and to assess its usefulness and clinical impact on patient outcomes such as patient knowledge 
and vision-related quality of life.   

Introduction 

The integration of artificial intelligence (AI) in medicine has grown 
exponentially over the last few years.1 In ophthalmology in particular, 
the applications of AI have been mainly geared towards improving our 
current technologies’ diagnostic accuracy.2–6 Recently, with the advent 
and improvement of large language models (LLM) such as ChatGPT 
(OpenAI, San Francisco, CA, USA), AI’s ability to answer standardized 
questions and aid in patient education has been evaluated. In particular, 

GPT-4, the latest and most advanced LLM from OpenAI,7 was proven to 
be effective in answering patient inquiries in ophthalmology.8–11 

In ophthalmology, several diseases present unique challenges in 
patient communication and information dissemination. In particular, 
age-related macular degeneration (AMD), a leading cause of vision 
impairment among the elderly,12 necessitates not only timely and 
effective treatment but also comprehensive patient understanding of the 
condition and its management strategies.13 Research indicates that 
many patients struggle to completely grasp or remember this 
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Fig. 1. Example of a series of interactions with MonŒil (in English).  
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information, and this gap in understanding and memory can lead to 
decreased patient satisfaction and compliance, as well as worse treat
ment outcomes.14,15 Patients often turn to the internet to find details 
about their medical condition, its symptoms, and potential treat
ments.16,17 However, the average online ophthalmic resource only ful
fills about 26 % of the standards for high-quality informative content in 
AMD.18 AI-based LLM were shown to offer accurate and satisfactory 
responses addressing AMD patients’ questions.19 Nevertheless, not all 
AI-generated patient education material (PEM) are equivalent, but with 
appropriate prompts, ChatGPT-generated PEM can outperform other 
chatbots and even brochures from major ophthalmological societies.20 

There is thus a need for educational tools in ophthalmology that 
consistently provide accessible, high-quality, and understandable in
formation for patients beyond PEM such as leaflets. These tools would 
serve to complement and empower the physician-patient discussion 
outside the consultation. 

We therefore developed “MonŒil”, a ChatGPT-4-based LLM focused 
on ophthalmology-related material. MonŒil is a tool that aims at 
improving patient education and patient access to reliable, concise, and 
accurate information for free. It offers a unique user experience by 
simulating an educational conversation that is friendly and easily un
derstandable, while proposing enhanced accessibility features. In this 
pilot study, we aim to evaluate the usability of MonŒil in a group of 
patients with advanced AMD. 

Materials and methods 

This cross-sectional study was conducted to evaluate the usability of 
MonŒil by patients with advanced AMD who were using it for the first 
time. The study was conducted in accordance with the tenets of the 
Declaration of Helsinki and with the approval from the Université Paris- 
Est Creteil institutional review board. Informed consent was provided by 
all participants. 

Participants 

Between October 2023 and December 2023, patients and their 
accompanying relatives attending the ophthalmology department at the 
Creteil University Hospital, in Creteil, France, were approached. The 
hospital is a tertiary care center with a high load of AMD patients 
attending specialized clinics. 

Inclusion criteria were: 1) age 50 years or older; 2) have a proven 
diagnosis of advanced AMD complicated by either macular neo
vascularization or geographic atrophy; 3) be presenting for a follow-up 
visit or a planned intravitreal injection; and 4) be capable of giving 
informed consent. 

Exclusion criteria were 1) severe visual impairment preventing 
interaction with MonŒil, defined as visual acuity <20/200 in the better 
seeing eye; 2) insufficient cognitive ability to understand and interact 
with MonŒil defined as any diagnosis of dementia or cognitive disorder 
(e.g., stroke with residual cognitive deficit, Parkinson disease, etc.) re
ported by the patient, their accompanying relative, or documented in 
the medical chart; and 3) co-existing significant ocular pathology (e.g., 
advanced glaucoma, corneal scars or ectasia, uveitis, etc.). 

MonŒil system 

MonŒil is a customized ChatGPT model fine-tuned for 
ophthalmology-related queries. MonŒil builds on GPT-4, the latest and 
most advanced LLM from OpenAI,7 that was validated in answering 
patient inquiries in ophthalmology.8–11 GPT-4 is available through paid 
subscription plans and can be further modified to standardly follow a set 
of prompts and rules. 

Specifically, we have customized MonŒil according to the following 
rules: 1) limit the scope of responses to ophthalmology-related material, 
and decline answering non-ophthalmological queries; 2) do not suggest 

a specific diagnosis based on symptoms given; however, it is possible to 
suggest a differential diagnosis; 3) do not suggest a specific medical 
treatment based on a diagnosis or a set of symptoms; however, it is 
possible to discuss broad therapeutic guidelines; 4) limit the answers to 
less than 200 words, equivalent to about one minute of reading or 
speech by the text-to-speech software; 5) answer in a simple, friendly, 
and slightly humorous tone, “as if one is talking to his close friend who is 
an ophthalmologist”; 6) always end by recommending a consultation 
with an ophthalmologist for further information or stating that MonŒil 
is not a substitute to it. While MonŒil will not give specific diagnoses or 
treatments, it will unrestrictedly answer questions about a particular 
diagnosis or treatment the patient might have received from their 
physician. This approach ensures that MonŒil serves as an informational 
and educational tool, complementing the expertise of ophthalmologists 
without attempting to supplant it. Fig. 1 illustrates an example of an 
interaction with MonŒil. 

The chatbot was then integrated into a website, and made freely 
available for use at https://monoeil.help/. The website does not ask for 
any personal information nor does it require signing up. The sessions are 
stored on the user’s device for future consultation, but can be deleted by 
clearing the cache or using private browsing. No data other than website 
traffic is collected from the interactions, ensuring privacy and security. 
Additionally, it is possible to use dictation to ask the questions, and we 
have added a built-in text-to-speech generator that automatically speaks 
out the answers. However, these two options were disabled to offer a 
standard experience using the core version of the website. Lastly, the 
website, the chatbot, and the speech output are all available in two 
languages: French and English. In our study, all of the patients spoke 
French and hence used the French version. 

Procedure 

Initially, patients with advanced AMD presenting to their consulta
tion alone or with their accompanying relative were introduced to 
MonŒil by their treating physician. This initial step helped to explain 
the purpose of the application and the background that motivated its 
development. After this introduction, participants were given the op
portunity to use the application independently and for the first time. 
This session lasted 20 min and was conducted in a separate room 
without the presence or supervision of the investigators in order to 
mimic a real-world scenario. There were no rules or restrictions 
regarding the nature or number of questions asked. In fact, patients were 
encouraged to ask the questions in their own words and across all do
mains (e.g., diagnosis, prognosis, information on their treatments, di
etary recommendations, activities of daily living, etc.). Following the 
independent interaction, each patient was requested to complete the 
System Usability Scale (SUS) questionnaire to record their feedback on 
MonŒil’s usability. 

Before concluding the session, the retina specialists (ES and CJM) 
reviewed MonŒil’s responses for gross inaccuracies, of which there 
were none. While this study does not aim to assess the accuracy of GPT- 
4′s responses, as this had already been established in other studies,21–23 

this review process ensured the reliability of the information provided 
by the AI system. It also allowed the ophthalmologists to gather feed
back and address any residual doubts or questions the patients might 
have had, ensuring clarity and reinforcing the educational value of 
MonŒil. 

Data collection 

Data collected included patient age, gender, years since first pre
sentation, and best corrected visual acuity (BCVA). In our practice, 
BCVA is routinely taken using standard ETDRS charts, and was con
verted to letters for the purpose of analysis. In addition, patients were 
requested to answer the 10 questions of the System Usability Scale 
questionnaire using a 5-point Likert scale. 
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System usability scale (SUS) 

The SUS questionnaire is a quick, simple, validated 10-item ques
tionnaire with five response options based on Likert scale. It gives a 
subjective assessment of the usability of new computer systems or 
websites.24,25 

To analyze SUS data effectively, each item is scored and then 
aggregated to form the overall SUS score. This scoring involves a specific 
method: for the odd-numbered questions, we subtract 1 from the user’s 
response. Conversely, for the even-numbered questions, we subtract the 
user’s response from 5. After tallying all these scores, we multiply the 
total by 2.5, which effectively converts it into a scale ranging from 0 to 
100. It is established that a SUS score above 68 is regarded as above 
average, whereas a score surpassing 80 is deemed excellent.26,27 

Statistical analysis 

Data were summarized using descriptive statistics and frequency 
distributions. Multiple linear regression analyses were performed be
tween SUS score and age, gender, BCVA of the better seeing eye, and 
years of follow-up. All statistical analyses were performed using 
GraphPad Prism version 10.1.1 (GraphPad Software, San Diego, Cali
fornia USA, www.graphpad.com). P values inferior to 0.05 were 
considered statistically significant. 

Results 

This study involved 54 participants with a diagnosis of advanced 
AMD in at least one eye of whom 34 were female (62.96 %). The mean 
age of the cohort was 77.76±8.14 years (range 58 to 97 years), with an 
average of 6.00±4.36 years of follow-up. BCVA (in ETDRS letters) was 

similar in both eyes at 65.93±18.33 and 65.09±21.00 for the right and 
left eyes, respectively (p = 0.99), which corresponds to a Snellen 
equivalent of around 20/50 (Table 1). 

The analysis of System Usability Scale scores from the questionnaire 
revealed a mean SUS score of 90.23±12.04 with a median of 92.50 
(range 42.50 to 100.00). Out of the 54 participants, 47 (87.04 %) gave a 
score of 80 or higher, 37 (68.52 %) gave a score of 90 or higher, and 17 
participants (31.48 %) gave a score of 100 (Fig. 2). In particular, 
assessing the need for the system through the first question of the SUS “I 
think that I would like to use this system frequently”, we found patients 
scored 4.35±0.99, with a median of 5 (range 1 to 5). 

During linear regression analysis, age and BCVA of the better seeing 
eye were significantly associated with SUS scores (p < 0.05). There were 
no significant associations between SUS scores and gender or duration of 
follow-up. However, on multiple regression analysis, only BCVA of the 
better seeing eye remained significant with a regression coefficient of 
0.30 (95 % CI 0.08 to 0.51), despite a low r2 = 0.19 (p = 0.0077). 

Discussion 

MonŒil, the custom AI-based educational chatbot specialized in 
ophthalmology, showed excellent usability with mean and median SUS 
scores above 90. These results were obtained in participants with 
advanced AMD without cognitive or severe visual impairment. The SUS 
score is a widely recognized tool for assessing the user-friendliness of 
systems, and its application in this context is pivotal to evaluate patient 
interaction with digital health aids.24,25 MonŒil scores similarly to some 
of the highest-rated websites such as Google search (SUS score of 93)28 

from which it differs fundamentally: in practice, the patient types or 
dictates a question, but rather than getting multiple links as in tradi
tional search engines, a single, easy to understand, short response is 
displayed. This eliminates the additional steps of having to search for the 
information and the risks of falling down the rabbit hole of self-diagnosis 
or self-treatment. The positive reception of MonŒil is consistent with a 
growing body of research emphasizing the central role of artificial in
telligence in patient education and engagement.29–31 

This study was conducted in an academic hospital specialized in the 
management of AMD that has dedicated AMD consultations as well as 
injection clinics with trained nurses. In fact, as of late 2022, our insti
tution offers a multi-disciplinary approach to the management of pa
tients with treatment-naïve neovascular AMD: therapeutic patient 
education workshops, low-vision rehabilitation, and an in-house psy
chologist for the management of the emotional burden associated with 
the disease. While none of the patients in our cohort benefited from 
these additional services, they might still be more prepared and 
educated than the average AMD patient. Regardless, MonŒil performed 
excellently, indicating that there are still unmet needs that MonŒil can 
answer, corroborated by the high score on the first question of the SUS. 
It can thus be envisaged that MonŒil be used as a complement during 
patient education workshops or as a standalone tool for patients in un
derserved areas, for whom there may be even greater benefits. 

The ease of use and contextual information provided by MonŒil 
addresses a critical need in ophthalmology, especially in diseases as 
complex as AMD, where patient understanding can significantly impact 
outcomes and adherence to treatment protocols.14,15 Patients’ under
standing is not always complete, which may be explained by suboptimal 
information about AMD diagnosis, treatment, prevention, or prog
nosis.32 In addition, patients with AMD present at an advanced age, and 
the ability to recall information declines with age.33 The possibility of 
having simple and accessible education tools outside the consultation is 
thus very important in this population. This study also highlights the 
importance of a hybrid approach to healthcare, using AI-based tools as 
adjuncts to the existing discussion with healthcare professionals. In fact, 
patients gave positive feedback overall and were pleasantly surprised 
particularly with the signature way in which MonŒil phrases its an
swers. In contrast to other applications of AI in medicine, MonŒil 

Table 1 
Patient characteristics.  

N = 54 Mean (SD) Median (Min; Max) 

Age [years] 77.76 (8.14) 76 (58; 97) 
BCVA OD [ETDRS letters] 65.93 (18.33) 72.50 (25; 85) 
BCVA OS [ETDRS letters] 65.09 (21.00) 77.50 (20; 85) 
BCVA better eye [ETDRS letters] 73.24 (14.64) 80.00 (35; 85) 
Duration of follow-up [years] 6.00 (4.36) 5 (1; 14) 
SUS score 90.23 (12.04) 92.50 (42.50; 100.00) 

BCVA = best corrected visual acuity; OD = right eye; OS = left eye; SUS = system 
usability scale. 

Fig. 2. Distribution of SUS scores for the usability of MonŒil in the sample of 
participants with advanced AMD. In this histogram, SUS scores were rounded 
up to the nearest multiple of 5. 
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operates exclusively in patient education and does not provide any 
specific diagnostic or treatment recommendations. It thus complies with 
current ethical guidelines for the autonomous use of AI in healthcare. To 
our knowledge, this is the first study assessing the usability of a 
customized GPT-4-based tool for patient education. 

The visual acuity of our cohort was around 20/50 Snellen equivalent 
in either eye, which is consistent with average visual acuities of treated 
patients with AMD.34 While data on binocular distance or near visual 
acuities were not available, BCVA of the better seeing eye was used as 
surrogate for binocular visual acuity. We found a significant positive 
correlation between BCVA of the better seeing eye and SUS score. This 
means that better visual acuities were associated with higher SUS scores 
and an overall better user experience. However, the low r2 value in
dicates that BCVA alone does not adequately explain the SUS scores. 
This could be due to nonlinearity of the relationship, or more likely to 
the contribution of other variables which we did not evaluate such as 
educational level, presence of systemic comorbidities, degree of cogni
tive abilities, or degree of health- or computer literacy. Conversely, 
lower visual acuities would be associated with lower SUS scores, which 
is what we found in our study with the three lowest SUS scores found in 
the patients with the lowest visual acuities (Table 2). In addition, in our 
patient selection, we excluded patients with severe visual impairment 
despite having accessibility options available. We have purposefully 
disabled these options so that all patients would have the same experi
ence using a standard “stock” version of the website. Individually 
altering the website to make it more accessible would have required 
investigator interference and might have falsely inflated the SUS scores. 

Our pilot study nevertheless presents several important limitations. 
First, our study population was limited to patients with advanced AMD 
without cognitive or severe visual impairment. Additionally, they were 
followed for several years at an academic hospital specialized in AMD 
care and might have better education or be more computer literate. 
These represent the optimal conditions for patients with AMD, and could 
thus limit the generalizability of our results. However, on the one hand, 
with MonŒil’s accessibility options and free remote access, this problem 
can be overcome by involving a caregiver that is more computer literate. 
On the other hand, MonŒil is not limited to patients with AMD and can 
be used by anyone comfortable operating a website. Second, patients 
with low health literacy might find it challenging to even ask relevant 
questions,35 and may find leaflets to be more beneficial. One solution 
would be to offer both options, possibly during patient education 
workshops, where the booklet would explain the most important facts in 
layman terms, and MonŒil could answer any remaining questions. 
Third, an improved assessment of patient demographics by evaluating 
variables such as degree of cognitive abilities or degree of health or 
computer literacy might yield a better regression model to explain the 
SUS scores. Finally, while a validation of the individual chatbot re
sponses was not performed, the primary aim of this study was to eval
uate the usability MonŒil. Its core competencies reflect the strengths 
and limitations of the GPT-4 technology it is built upon, which has been 
extensively tested in ophthalmology.19–23,36–38 In fact, GPT-4 was rated 
as very accurate by specialists,21 and outperformed GPT-3.511,23 as well 
as ophthalmologists and residents in answering StatPearl8 and French 
European Board of Ophthalmology questions.9 

In conclusion, our study demonstrates the excellent usability of 
MonŒil, a ChatGPT-4-based education tool in patients with advanced 

AMD with exciting directions for the future. One priority is to continu
ously improve on the website by enhancing its accessibility features, 
incorporating images and visual aids, expanding language and security 
options, and accommodating varying levels of health literacy to reach a 
wider audience. Furthermore, after evaluating its usability, an impor
tant step would be to assess the usefulness and clinical impact of MonŒil 
on patient outcomes such as patient knowledge and vision-related 
quality of life. It is important to view MonŒil as part of the continuity 
of care process, ensuring its use remains tightly incorporated in the 
ophthalmologists’ work. Ultimately, this could lead to more effective 
patient management and improved outcomes, especially in underserved 
areas. 
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